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2. Introduction
Aim: Text-to-audio retrieval in 
egocentric setting

Challenge: Lack of labelled audio 
descriptions

oncescu@robots.ox.ac.ukhttps://github.com/oncescuandreea/audio_egovlpCode (PyTorch):

4. Approach
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3. Data and models used

Data:

• EpicMIR[1]: based on EpicKitchens, pairs of verb/s+noun/s and videos

• EgoMCQ[2]: based on Ego4D, contains pairs of (description, 5 clips)

• EpicSounds[3]: based on EpicKitchens, audio class labels and audio

Models:

• LAION-Clap[4]

• WavCaps[5]
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Approach: Generate audio descriptions with Large Language 
Models starting from video descriptions.

1. Text-audio retrieval task
Text query: “Water gurgling”
Task: Retrieve matching audio from pool of test samples

Top 3 videos associated with the retrieved soundtrack

5. Results on EpicMIR: Comparing LLM-generated 
descriptions to video class labels

The swirling or rubbing sound 
as soap or cleaning agent is 
applied to a pan, creating a 

lathering effect

Pan placed on a surface with a 
metallic clink

Water trickling down and 
hands being rinsed

LLM Generated audio descriptions

LLM
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• Generate audio descriptions that 
match video content

• Avoid descriptions in the form sound 
of [visual object/action]

• Keep sentences short

Step 1. Intro prompt
• opening door: Door handle 

continuously clicking then being 
pushed open.

• washing hair: Water running while 
the stream is interrupted at times.

Step 2. Few-shot examples:
lather pan, put down pan, rinse hands
Step 3. Provide visual descriptions 

5. Results on EpicSounds: Comparing LLM-generated 
descriptions to audio class labels

5. Results on AudioEgoMCQ: Text-to-audio retrieval for 
different subsets (according to audio informativeness)

5. Results on EpicMIR: Benefits of audio for text-to-video 
retrieval

Diagram of LAION-Clap model[6]


