
we propose
to mix intra- and inter-layer multiscale features to generate

more complete change regions.
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N • Semi-supervised change detection (SSCD) utilizes partially 
labeled data and a large amount of unlabeled data to detect pixel-
level changes, which has wide applications in different fields. 

• Existing SSCD methods primarily rely on CNN for extracting 
meaningful features from limited labeled data. However, 
transformer-based SSCD methods lag behind in performance, 
particularly in scenarios with scarce labeled data.      

• We combine the strengths of transformer and convolution, 
leveraging both global and local features to enhance feature 
representation with limited labeled data.
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CONCLUSION
• We introduce a new decoder, Cross Branch Feature Fusion (CBFF), 

which consists of two branches: a local convolutional branch and a 
global transformer branch.

• Using CBFF, we have built a SSCD model based on a strong-to-weak 
consistency strategy.

• Experiments on two benchmark datasets demonstrate that our method 
outperforms seven state-of-the-art SSCD methods. 

FRAMEWORK

Dataset-01: WHU-CD

Dataset-02: LEVIR-CD

• Firstly, we apply Siamese ResNet-50 to extract basic features, and 
calculate the difference features.

• Secondly, to extract richer feature information, Atrous Spatial Pyramid 
Pooling (ASPP) is used in the Bottleneck. 

• Finally, we propose the Cross Branch Feature Fusion (CBFF) 
decoder, incorporating a Local Convolutional Branch (LCB) and a 
Global Transformer Branch (GTB), to generate accuate change maps. 

• In the supervised training phase, we use labeled training data to train the 
change detection network Φ.

• In the unsupervised training phase, we employ strong-to-weak 
consistency regularization, utilizing the change map generated from 
weakly augmented input to create pseudo-labels.
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• We compare the proposed method with seven SSCD methods. 

• All compared methods are implemented with PyTorch and trained 
with on the same training sets. 

• The training set is divided into labeled and unlabeled data with 
ratios of [5%, 95%], [10%, 90%], [20%, 80%], and [40%, 60%].
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• Motivation: Comparison of SSCD with decoders of transformer, 
convolution, and ours by 5% labeled data. Sup-only denotes that 
our method utilizes only this limited labeled data for training.
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