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Abstract

In practical medical image segmentation tasks, ensuring confidence calibration is crucial. However, medical image
segmentation typically relies on hard labels (one-hot vectors), and when minimizing the cross-entropy loss, the model’s
softmax predictions are compelled to align with hard labels, resulting in over-confident predictions. To alleviate above
problems, this study proposes a novel framework on calibration of medical image segmentation, called CALSeg.

Method

Variational Label Smoothing
Based on Bayesian theory, we can use hard labels to estimate the corresponding potential soft labels. First, learn a
probability model to capture the underlying joint distribution p(z|x,y) between the images x and corresponding hard
labels y. The hard label y can be considered as generated from the conditional distribution p(y|z). Therefore, we can
sample multiple times from p(y|z) to generate soft labels ys. Due to the difficulty of solving the integral computation,
variational inference (VI) is used to compute the posterior distribution p(z|x, y). VI introduces a fixed-form distribution
q(z|x, y, w) parameterized by w to approximate the true posterior distribution p(z|x, y).

Training:
The objective of VI is to minimize the reverse KL
divergence between distributions p(z|x, y) and q(z|x,
y). This can be expressed as follows:

Sampling:
After training, each sample is subjected to VLS sampling m
times, and the obtained m sampled probability predictions
are averaged to generate the corresponding soft labels ys.
However, there may be classification inconsistencies
between ys and the original hard labels. To address this,
we combine the original hard label
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