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E2E SLU Systems
End-to-end (E2E) spoken language understanding (SLU)
models achieve high performance but are complex
black-box processes.

Investigating problematic data subgroups is crucial for
understanding, debugging and ensuring model fairness.

Subgroups: defined via a set of metadata, representing
user information, recording and speech conditions

e.g., gender=female, age=22-40
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Our Analysis
Individual Model Analysis: study the subgroup-level
model performance of a speech E2E model.
Divergence as a measure of anomalous behavior of a
data subgroup 𝑆 w.r.t. overall dataset 𝐷 for a function 𝑓.

Subgroup-Level Model Comparison: compare different
models, identifying the subgroups where performance
improves or suffers when changing model.
Subgroup gain as the difference in performance of two
models𝑀!, 𝑀" on a specific subgroup 𝑆 for 𝑓.

Individual Model Analysis Subgroup-Level Model Comparison
Fluent Speech Commands (FSC) dataset
wav2vec 2.0 large model

Most divergent subgroups

Shapley values: contribution of each term within
the subgroup

Global Shapley values: global contribution of each
term across all subgroups

Scan for 
further info!

wav2vec 2.0 base and large models

wav2vec 2.0 base and HuBERT base models
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Turn on the kitchen lights

Action: activate

Object: lights
Location: kitchen
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ABSTRACT

End-to-End Spoken Language Understanding models are
generally evaluated according to their overall accuracy, or
separately on (a priori defined) data subgroups of interest.
We propose a technique for analyzing model performance at
the subgroup level, which considers all subgroups that can be
defined via a given set of metadata and are above a specified
minimum size. The metadata can represent user characteris-
tics, recording conditions, and speech targets. Our technique
is based on advances in model bias analysis, enabling ef-
ficient exploration of resulting subgroups. A fine-grained
analysis reveals how model performance varies across sub-
groups, identifying modeling issues or bias towards specific
subgroups.

We compare the subgroup-level performance of models
based on wav2vec 2.0 and HuBERT on the Fluent Speech
Commands dataset. The experimental results illustrate how
subgroup-level analysis reveals a finer and more complete
picture of performance changes when models are replaced,
automatically identifying the subgroups that most benefit or
fail to benefit from the change.

Index Terms— End-to-End Speech Representation,
Model Bias, Divergence, Subgroup detection

1. INTRODUCTION

End-to-End Spoken Language Understanding (E2E SLU)
models achieve state-of-the-art performance on Natural Lan-
guage Understanding tasks without converting speech into
the underlying text. Speech data often comes with additional
information about the speaker (e.g., the age), recording con-
ditions (e.g., the noise level), or task characteristics (e.g., the
uttered intent), among other things. We define this informa-
tion as speech metadata. Combinations of metadata values
identify data subgroups. Typically, model performance is
evaluated either on the whole testing set or on relevant data
subgroups identified in advance.

⇤ Equal contribution.

Subgroup Sup acc �acc t
{age=22-40, gender=male, loc=none,
speakRate=high, tot silence=high} 0.03 74.79 -18.38 4.7

{action=increase, gender=male,
speakRate=high} 0.03 74.81 -18.36 4.9

Table 1. wav2vec 2.0 large accuracy gap (�acc) for two iden-
tified subgroups compared to overall test accuracy.

We introduce efficient techniques for comparing model
performance on all data subgroups that are induced by the
available metadata. Since the number of subgroups is expo-
nential in the number of metadata attributes, the naive enu-
meration and evaluation of subgroups is unfeasible. Our ap-
proach leverages advances in model bias analysis [1]. The
basic insight is that while the number of subgroups is expo-
nential, the number of subgroups above a specified size (for
instance, containing at least 0.1% of the dataset) is gener-
ally not. These subgroups are called the frequent subgroups:
they are the subgroups with both practical and statistical sig-
nificance. Our approach allows measuring and comparing
model performance on all frequent subgroups. Among other
things, this enables exploring the impact of sensitive attributes
such as gender in isolation or in conjunction with other at-
tributes. Table 1 reports an example of problematic subgroups
where we find the model underperforming compared to over-
all statistics.

Our main contributions are as follows. First, we describe
how to study the subgroup-level performance of speech E2E
models, and we identify data subgroups on which a single
model performs better or worse than average. Second, we
extend the approach to the comparison of models, and we
identify the subgroups on which performance most improves,
or suffers, when a model is replaced with another. Lastly,
we benchmark our proposed approach on the wav2vec 2.0 [2]
and HuBERT [3] models, and the Fluent Speech Commands
dataset [4]. Our approach can easily identify performance im-
balances across subgroups defined by demographic features.
We further show that an increase in model size and complex-
ity does not necessarily yield a mitigation of model bias.
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