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1. Introduction 2. Model 3. Streaming & Latency
o Deliberation models improve ASR as 2nd pass 1st-pass Conformer Transducer ; 7Y e 1st pass naturally streams because it is a transducer
rescoring or decoding [1, 2 : |
g. ~all IgN[N T] L _1, Causal | _|Transducer y | Text | A : ® 2ndpass :
o st pass is typically an RNN- ™ Encoder || Decoder | | Encoder ttention o Non-Causal Encoder streams with a latency equal
o However, 2nd pass deliberation is often based on attention ! | a to right-context R
decoders and does not stream e e T TR S t ________ | 5 I'gb tion: B de 1t N thest
e Streaming Deliberation Siov-cansal ' 633 Jovint §Z 7 , SHbeEration. ERCOUe 15t pass YpO SIS
o Streaming models are user friendly Sodesyto ] | Mt iIncrementally and attend to partial sequences
o We use a Transducer Decoder for deliberation . Ly N 1. Text encoder & Attention
m 1st-pass hypotheses streamed by a transducer | [ EHRetcing A e Use a right-context conformer as text encoder
- ind_i)s > attencilsfto (sjt;eazmded part.ia! 1:’|c—pass .ol ) e For ith non-blank token, the right-most frame we need to
YPOINESES, ahd Teed 10 ~hd-pass joint layer as an : Transducer Deliberation Decoder : is: 7. — man(t !
additional input encode Is: ry = mzn(,ti—FR? T )
o The whole model naturally streams e 1st Pass is a conformer transducer R: conformer right-context I’ : maximum time frame of any token
PY Novelty e 2nd Pass t;‘+R : time frame of the non-blank token distance R to the right of i
o Encode first-pass results as a context for 2nd pass decoding O : Conformer layers with right-context for audio 2. Attend to partial hypotheses
o Incremental processing instead of requiring full-context for o Text Encoder & Attention o Attime t, only look ahead A frames to get a partial sequence:
deliberation : :
m Beam search decoding by first-pass conformer trar.13dt.Jcer e, (t) = {e, x| where rp <t + A and k < L}
m Encode output text sequences and compute attention incrementally
, : . 4 A: attention lookahead 7T°1.: right-most frame to encoder kth token
: : o Transducer Decoder: Combine encoder output , prediction network k
4, Experlment Detalls , P (ea’ (t)) P L: maximum number of non-blank tokens
output (/,, ), and attention (Q¢)
Model Architect 3. Transducer decoder naturally streams
® odel Arcnitectiure
o Based on conformer transducer with cascaded encoders [3] Ct = Merge(ata Cx (t)) ht,u — tanh(Wcth + Winly + bh) Overall latency is from R and A (choose A=R and parallelize)
m 17 causal + 4 non-causal layers (2.88s right context)
o Deliberation :
m Text encoder: 2-layer 640-D conformer (2.88s right 5. Results . . 6. Conclusion
context) Comparison of different E2E models. WER
m Joint layer: Sum encoded audio, prediction network : t A
OUtPUtyand e P o WER (%) ° Transducerodellberitlon improves
. . Bl Conf-T 6.8 24.2 17.2 14.8 38.8 20.4 long-tail scenarios compared to
o 32-ms window with 10-ms frame rate 5 i 54 5 0.6 TG 5 73 cascaded encoder [2]
o Stack previous 3 frames to form 512-D log-Mel features and B Cascaded encoders : 3.8 0. : /.3 7
B Dl 153 TS T RS T i [ Tl
Outputs to predict 4,096 lowercase wordpieces deLaie e Iaon ’ . ’ ’ . . '
o CHIPE e v WOrEP! e rel. reduct. v.s. B2 0% | -6.7% | -8.5% | -10.4% -9.5% -7.6% e The model does not introduce extra
o Datasets latency on top of the cascaded
o Training: ~400k hours from multiple domains RWER computed by removing the encoder
° TeSSthSetSf < Model Cascaded Encoder Deliberation top English words, and then
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