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Local Visual Features 
n Star?ng	point	for	many	computer	vision	tasks	

n Object	recogni?on	
n Content-based	retrieval	
n  Image	registra?on	

n Two-steps	approach:	
n  First	step:	keypoint	detec?on	(corners,	blobs,	etc.)	
n  Second	step:	descriptor	extrac?on	(SIFT,	SURF,	BRISK,	etc.)	
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Local features detection in video 
n Most	algorithms	are	tailored	to	s?ll	images	

n For	video,	past	literature	targets	the	iden?fica?on	of	keypoints	
that	are	stable	across	+me	
n  Stable	features	are	key	to	object	tracking,	event	iden?fica?on	and	
video	calibra?on	(main	goal:	applica?on	accuracy)	

n  Stable	features	improve	the	efficiency	of	coding	architectures	
exploi?ng	the	temporal	redundancy	(main	goal:	minimize	bandwidth)	

n We	target	computa?onal	complexity	
n  Low	 power	 devices	 (smartphones,	 embedded	 systems,	 Visual	 Sensor	
Networks)	 require	 the	 process	 of	 features	 detec?on	 to	 be	 both	 fast	
and	accurate	
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Fast extraction from video 

n Baseline	approach:	apply	a	feature	detector	on	each	frame						of	a	
video	sequence	
n  Inefficient	from	a	computa?onal	point	of	view!	
n  Temporal	redundancy	is	not	exploited!	

n Our	approach:	apply	the	feature	detector	only	in	regions	of																		
that	are	sufficiently	different	from		
n Compute	a	detec+on	mask	to	iden?fy	such	regions	
n Reuse	keypoints	from													outside	those	regions	(keypoint	
propaga?on	from													to							)	
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2. BINARY ROBUST INVARIANT SCALABLE
KEYPOINTS (BRISK)

Leutenegger et al. [6] propose the Binary Robust Invariant Scalable
Keypoints (BRISK) algorithm as a computationally efficient alterna-
tive to traditional local feature detectors and descriptors. The algo-
rithm consists in two main steps: i) a keypoint detector, that identi-
fies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [3] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of ra-
dius 3 around p are all brighter than Ip + t, or all darker than Ip � t,
with t a predefined threshold. Thus, the highest the threshold, the
lowest the number of keypoints which are detected and vice-versa.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask

and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no ex-
tra cost. Considering frame In and O detection octaves, pyramid
layers Ln,o, o = 1, . . . ,O are obtained by progressively smooth-
ing and half-sampling the original image, as explained in Section 2.
Then, considering two contiguous frames In�1 and In and octave o,
a subsampled version of the Detection Mask is obtained as follows:

M0
n,o(k, l) =

(
1 if |Ln,o(k, l)� Ln�1,o(k, l)|  TI

0 if |Ln,o(k, l)� Ln�1,o(k, l)| > TI ,
(2)

where TI is an arbitrarily chosen threshold and (k, l) the coordi-
nates of the pixels in the intermediate representation M0

n,o. Finally,
the intermediate representation M0

n,o resulting from the previous
operation needs to be upsampled in order to obtain the final mask
Mn 2 {0, 1}Nx

⇥N
y . Masks can then be applied to detection in

different fashions: i) exploiting the mask obtained resorting to each
scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N

x

/N
c

and Sy = N
y

/N
r

.
Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:

M00
n(k, l) = |dn�1,i 2 Dn�1| : bxn�1,i

/S
x

c = k, byn�1,i
/S

y

c = l,

(3)
where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :

M0
n(k, l) =

(
1 if M00

n(k, l) � TH

0 if M00
n(k, l) < TH ,

(4)

Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n. Such
a detection mask is applied to all scale-space octaves.
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scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N
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Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:
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where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :
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Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n. Such
a detection mask is applied to all scale-space octaves.

2. BINARY ROBUST INVARIANT SCALABLE
KEYPOINTS (BRISK)

Leutenegger et al. [6] propose the Binary Robust Invariant Scalable
Keypoints (BRISK) algorithm as a computationally efficient alterna-
tive to traditional local feature detectors and descriptors. The algo-
rithm consists in two main steps: i) a keypoint detector, that identi-
fies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [3] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of ra-
dius 3 around p are all brighter than Ip + t, or all darker than Ip � t,
with t a predefined threshold. Thus, the highest the threshold, the
lowest the number of keypoints which are detected and vice-versa.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask

and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no ex-
tra cost. Considering frame In and O detection octaves, pyramid
layers Ln,o, o = 1, . . . ,O are obtained by progressively smooth-
ing and half-sampling the original image, as explained in Section 2.
Then, considering two contiguous frames In�1 and In and octave o,
a subsampled version of the Detection Mask is obtained as follows:
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different fashions: i) exploiting the mask obtained resorting to each
scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.
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Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
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octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
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to such a pixel if the corresponding mask element Mn(x, y) is equal
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Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)
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by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
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2. BINARY ROBUST INVARIANT SCALABLE
KEYPOINTS (BRISK)

Leutenegger et al. [6] propose the Binary Robust Invariant Scalable
Keypoints (BRISK) algorithm as a computationally efficient alterna-
tive to traditional local feature detectors and descriptors. The algo-
rithm consists in two main steps: i) a keypoint detector, that identi-
fies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [3] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of ra-
dius 3 around p are all brighter than Ip + t, or all darker than Ip � t,
with t a predefined threshold. Thus, the highest the threshold, the
lowest the number of keypoints which are detected and vice-versa.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask

and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no ex-
tra cost. Considering frame In and O detection octaves, pyramid
layers Ln,o, o = 1, . . . ,O are obtained by progressively smooth-
ing and half-sampling the original image, as explained in Section 2.
Then, considering two contiguous frames In�1 and In and octave o,
a subsampled version of the Detection Mask is obtained as follows:

M0
n,o(k, l) =

(
1 if |Ln,o(k, l)� Ln�1,o(k, l)|  TI

0 if |Ln,o(k, l)� Ln�1,o(k, l)| > TI ,
(2)

where TI is an arbitrarily chosen threshold and (k, l) the coordi-
nates of the pixels in the intermediate representation M0

n,o. Finally,
the intermediate representation M0

n,o resulting from the previous
operation needs to be upsampled in order to obtain the final mask
Mn 2 {0, 1}Nx

⇥N
y . Masks can then be applied to detection in

different fashions: i) exploiting the mask obtained resorting to each
scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N
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Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:
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where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :
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Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0
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a detection mask is applied to all scale-space octaves.
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of the frame where a keypoint detector has to be applied. That is,
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to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
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needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
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scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.
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of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
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ning process is applied to the features extracted from frame In�1.
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histogram, employing a tunable threshold TH :
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Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n. Such
a detection mask is applied to all scale-space octaves.
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KEYPOINTS (BRISK)

Leutenegger et al. [6] propose the Binary Robust Invariant Scalable
Keypoints (BRISK) algorithm as a computationally efficient alterna-
tive to traditional local feature detectors and descriptors. The algo-
rithm consists in two main steps: i) a keypoint detector, that identi-
fies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [3] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of ra-
dius 3 around p are all brighter than Ip + t, or all darker than Ip � t,
with t a predefined threshold. Thus, the highest the threshold, the
lowest the number of keypoints which are detected and vice-versa.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx
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same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
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and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no ex-
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Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N

x

/N
c

and Sy = N
y

/N
r

.
Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:

M00
n(k, l) = |dn�1,i 2 Dn�1| : bxn�1,i

/S
x

c = k, byn�1,i
/S

y

c = l,

(3)
where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :

M0
n(k, l) =

(
1 if M00

n(k, l) � TH

0 if M00
n(k, l) < TH ,

(4)

Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n. Such
a detection mask is applied to all scale-space octaves.

2. BINARY ROBUST INVARIANT SCALABLE
KEYPOINTS (BRISK)

Leutenegger et al. [6] propose the Binary Robust Invariant Scalable
Keypoints (BRISK) algorithm as a computationally efficient alterna-
tive to traditional local feature detectors and descriptors. The algo-
rithm consists in two main steps: i) a keypoint detector, that identi-
fies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [3] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of ra-
dius 3 around p are all brighter than Ip + t, or all darker than Ip � t,
with t a predefined threshold. Thus, the highest the threshold, the
lowest the number of keypoints which are detected and vice-versa.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask

and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no ex-
tra cost. Considering frame In and O detection octaves, pyramid
layers Ln,o, o = 1, . . . ,O are obtained by progressively smooth-
ing and half-sampling the original image, as explained in Section 2.
Then, considering two contiguous frames In�1 and In and octave o,
a subsampled version of the Detection Mask is obtained as follows:

M0
n,o(k, l) =

(
1 if |Ln,o(k, l)� Ln�1,o(k, l)|  TI

0 if |Ln,o(k, l)� Ln�1,o(k, l)| > TI ,
(2)

where TI is an arbitrarily chosen threshold and (k, l) the coordi-
nates of the pixels in the intermediate representation M0

n,o. Finally,
the intermediate representation M0

n,o resulting from the previous
operation needs to be upsampled in order to obtain the final mask
Mn 2 {0, 1}Nx

⇥N
y . Masks can then be applied to detection in

different fashions: i) exploiting the mask obtained resorting to each
scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N

x

/N
c

and Sy = N
y

/N
r

.
Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:

M00
n(k, l) = |dn�1,i 2 Dn�1| : bxn�1,i

/S
x

c = k, byn�1,i
/S

y

c = l,

(3)
where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :

M0
n(k, l) =

(
1 if M00

n(k, l) � TH

0 if M00
n(k, l) < TH ,

(4)

Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n. Such
a detection mask is applied to all scale-space octaves.
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n How	to	compute	the	detec?on	mask										?	
n Need	for	a	computa?onally	efficient	algorithm!	

n We	propose	two	alterna?ves:	
n  Intensity	Difference	Detec?on	mask	
n Keypoint	Binning	Detec?on	Mask	

2. BINARY ROBUST INVARIANT SCALABLE
KEYPOINTS (BRISK)

Leutenegger et al. [6] propose the Binary Robust Invariant Scalable
Keypoints (BRISK) algorithm as a computationally efficient alterna-
tive to traditional local feature detectors and descriptors. The algo-
rithm consists in two main steps: i) a keypoint detector, that identi-
fies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [3] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of ra-
dius 3 around p are all brighter than Ip + t, or all darker than Ip � t,
with t a predefined threshold. Thus, the highest the threshold, the
lowest the number of keypoints which are detected and vice-versa.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves, obtained by progressively downsampling the original im-
age. The FAST detector is applied separately to each layer of the
scale-space pyramid, in order to identify potential regions of interest
having different sizes. Then, non-maxima suppression is applied in
a 3x3 scale-space neighborhood, retaining only features correspond-
ing to local maxima. Finally, a three-step interpolation process is
applied in order to refine the correct position of the keypoint with
sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by this
extra cost. In the following, two efficient algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask

and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no ex-
tra cost. Considering frame In and O detection octaves, pyramid
layers Ln,o, o = 1, . . . ,O are obtained by progressively smooth-
ing and half-sampling the original image, as explained in Section 2.
Then, considering two contiguous frames In�1 and In and octave o,
a subsampled version of the Detection Mask is obtained as follows:

M0
n,o(k, l) =

(
1 if |Ln,o(k, l)� Ln�1,o(k, l)|  TI

0 if |Ln,o(k, l)� Ln�1,o(k, l)| > TI ,
(2)

where TI is an arbitrarily chosen threshold and (k, l) the coordi-
nates of the pixels in the intermediate representation M0

n,o. Finally,
the intermediate representation M0

n,o resulting from the previous
operation needs to be upsampled in order to obtain the final mask
Mn 2 {0, 1}Nx

⇥N
y . Masks can then be applied to detection in

different fashions: i) exploiting the mask obtained resorting to each
scale-space layer o = 1, . . . ,O in order to detect keypoint at the
corresponding layer o; ii) use a single detection mask for all the
scale-space layers.

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [17]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N

x

/N
c

and Sy = N
y

/N
r

.
Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:

M00
n(k, l) = |dn�1,i 2 Dn�1| : bxn�1,i

/S
x

c = k, byn�1,i
/S

y

c = l,

(3)
where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :

M0
n(k, l) =

(
1 if M00

n(k, l) � TH

0 if M00
n(k, l) < TH ,

(4)

Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n. Such
a detection mask is applied to all scale-space octaves.
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native to traditional local feature detectors and descriptors. The al-
gorithm consists in two main steps: i) a keypoint detector, that iden-
tifies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of radius
3 around p are all brighter than Ip + t, or all darker than Ip � t, with
t a predefined threshold. Thus, the highest the threshold, the lowest
the number of keypoints which are detected and vice-versa. Each
keypoint is finally given a score s, defined as the largest threshold
for which p is classified as a keypoint.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves. Each octave is formed by progressively half-sampling the
original image, while the intra-octaves are obtained by downsam-
pling the original image by a factor of 1.5 and by successive half-
samplings. The FAST detector is applied separately to each layer
of the scale-space pyramid, in order to identify potential regions of
interest having different sizes. Then, non-maxima suppression is
applied in a 3x3 scale-space neighborhood, retaining only features
corresponding to local maxima. Finally, a three-step interpolation
process is applied in order to identify the correct position of the key-
point with sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by
this extra cost. In the following, two such algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask
and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no extra
cost. Considering frame In and O detection octaves, pyramid layers
Ln,o, o = 1, . . . ,O are obtained by progressively smoothing and
half-sampling the original image, as illustrated in Section 2. Then,
considering two contiguous frames In�1 and In and octave o, a
subsampled version of the Detection Mask is obtained as follows:

M0
n,o(k, l) =

(
1 if |Ln,o(k, l)� Ln�1,o(k, l)|  TI

0 if |Ln,o(k, l)� Ln�1,o(k, l)| > TI ,
(2)

where TI is an arbitrarily chosen threshold and (k, l) the coor-
dinates of the pixels in the intermediate representation M0

n,o.
Finally, depending on which layer of the scale-space pyramid is

employed, the intermediate representation M0
n,o resulting from the

previous operation needs to be upsampled in order to obtain the final
mask Mn 2 {0, 1}Nx

⇥N
y .

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [?]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N

x

/N
c

and Sy = N
y

/N
r

.
Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:

M00
n(k, l) = |dn�1,i 2 Dn�1| : bxn�1,i

/S
x

c = k, byn�1,i
/S

y

c = l,

(3)
where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :

M0
n(k, l) =

(
1 if M00

n(k, l) � TH

0 if M00
n(k, l) < TH ,

(4)

Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n.
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native to traditional local feature detectors and descriptors. The al-
gorithm consists in two main steps: i) a keypoint detector, that iden-
tifies salient points in a scale-space and ii) a keypoint descriptor, that
assigns each keypoint a rotation- and scale- invariant binary descrip-
tor. Each element of such descriptor is obtained by comparing the
intensities of a given pair of pixels sampled within the neighborhood
of the keypoint at hand.

The BRISK detector is a scale-invariant version of the lightweight
FAST [] corner detector, based on the Accelerated Segment Test
(AST). Such a test classifies a candidate point p (with intensity Ip)
as a keypoint if n contiguous pixels in the Bresenham circle of radius
3 around p are all brighter than Ip + t, or all darker than Ip � t, with
t a predefined threshold. Thus, the highest the threshold, the lowest
the number of keypoints which are detected and vice-versa. Each
keypoint is finally given a score s, defined as the largest threshold
for which p is classified as a keypoint.

Scale-invariance is achieved in BRISK by building a scale-space
pyramid consisting of a pre-determined number of octaves and intra-
octaves. Each octave is formed by progressively half-sampling the
original image, while the intra-octaves are obtained by downsam-
pling the original image by a factor of 1.5 and by successive half-
samplings. The FAST detector is applied separately to each layer
of the scale-space pyramid, in order to identify potential regions of
interest having different sizes. Then, non-maxima suppression is
applied in a 3x3 scale-space neighborhood, retaining only features
corresponding to local maxima. Finally, a three-step interpolation
process is applied in order to identify the correct position of the key-
point with sub-pixel and sub-scale precision.

3. FAST VIDEO FEATURE EXTRACTION

Let In denote the n-th frame of a video sequence of size Nx ⇥Ny ,
which is processed to extract a set of local features Dn. First, a key-
point detector is applied to identify a set of interest points. Then,
a descriptor is applied on the (rotated) patches surrounding each
keypoint. Hence, each element of dn,i 2 Dn is a visual feature,
which consists of two components: i) a 4-dimensional vector pn,i =
[x, y,�, ✓]T , indicating the position (x, y), the scale � of the de-
tected keypoint, and the orientation angle ✓ of the image patch; ii) a
P -dimensional binary vector dn,i 2 {0, 1}P , which represents the
descriptor associated to the keypoint pn,i.

Traditionally, local feature extraction algorithms have been de-
signed to efficiently extract and describe salient points within a sin-
gle frame. Considering video sequences, a straightforward approach
consists in applying a feature extraction algorithm separately to each
frame of the video sequence at hand. However, such a method is
inefficient from a computational point of view, as the temporal re-
dundancy between contiguous frame is not taken into consideration.
The main idea behind our approach is to apply a keypoint detection
algorithm only on some regions of each frame. To this end, for each
frame In, a binary Detection Mask Mn 2 {0, 1}Nx

⇥N
y having the

same size of the input image is computed, exploiting the informa-
tion extracted from previous frames. Such mask defines the regions
of the frame where a keypoint detector has to be applied. That is,
considering an image pixel In(x, y), a keypoint detector is applied
to such a pixel if the corresponding mask element Mn(x, y) is equal
to 1. Furthermore, we assume that if a region of the n-th frame is not
subject to keypoint detection , the keypoints that are present in such
an area in the previous frame, i.e. In�1, are still valid. Hence, such
keypoints are propagated to the current set of features. That is,

Dn = {dn,i : Mn(pn,i) = 1 [ dn�1,j : Mn(pn�1,j) = 0} (1)

Note that the algorithm used to compute the Detection Mask

needs to be computationally efficient, so that the savings achievable
by skipping detection in some parts of the frame are not offset by
this extra cost. In the following, two such algorithms for obtaining a
Detection Mask are proposed: Intensity Difference Detection Mask
and Keypoint Binning Detection Mask.

3.1. Intensity Difference Detection Mask

The key tenet is to apply the detector only to those regions that
change significantly across the frames of the video. In order to iden-
tify such regions and build the Detection Mask, we exploit the scale-
space pyramid built by the BRISK detector, thus incurring in no extra
cost. Considering frame In and O detection octaves, pyramid layers
Ln,o, o = 1, . . . ,O are obtained by progressively smoothing and
half-sampling the original image, as illustrated in Section 2. Then,
considering two contiguous frames In�1 and In and octave o, a
subsampled version of the Detection Mask is obtained as follows:

M0
n,o(k, l) =

(
1 if |Ln,o(k, l)� Ln�1,o(k, l)|  TI

0 if |Ln,o(k, l)� Ln�1,o(k, l)| > TI ,
(2)

where TI is an arbitrarily chosen threshold and (k, l) the coor-
dinates of the pixels in the intermediate representation M0

n,o.
Finally, depending on which layer of the scale-space pyramid is

employed, the intermediate representation M0
n,o resulting from the

previous operation needs to be upsampled in order to obtain the final
mask Mn 2 {0, 1}Nx

⇥N
y .

3.2. Keypoint Binning Detection Mask

Considering two contiguous frames of a video sequence, the amount
of features identified in a given area are often correlated [?]. To ex-
ploit such information, the detector is applied to a region of the input
image only if the number of features extracted in the co-located re-
gion in the previous frame is greater than a threshold. Specifically, in
order to obtain a Detection Mask for the n�th frame, a spatial bin-
ning process is applied to the features extracted from frame In�1.
To this end, we define a grid consisting of Nr ⇥ Nc spatial bins
Bi,j , i = 0, . . . ,Nr, j = 0, . . . ,Nc. Thus, each bin refers to a rect-
angular area of Sx⇥Sy pixels, where Sx = N

x

/N
c

and Sy = N
y

/N
r

.
Then, a two-dimensional spatial histogram of keypoints is created by
assigning each feature to the corresponding bin as follows:

M00
n(k, l) = |dn�1,i 2 Dn�1| : bxn�1,i

/S
x

c = k, byn�1,i
/S

y

c = l,

(3)
where (xn�1,i, yn�1,i) represents the location of feature dn�1,i

and | · | the number of elements in a set. Then, a binary subsam-
pled version of the Detection Mask is obtained by thresholding such
histogram, employing a tunable threshold TH :

M0
n(k, l) =

(
1 if M00

n(k, l) � TH

0 if M00
n(k, l) < TH ,

(4)

Finally, the Detection Mask Mn having size Nx ⇥Ny pixels is
obtained by upsampling the intermediate representation M0

n.
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Experiments 

n  Datasets:	
n  Stanford	MAR	dataset	(4	sequences	of	cd	covers	under	different	imaging	condi?ons)	
n  Rome	Landmark	dataset	(10	sequences	of	different	landmarks	in	Rome)	
n  Stanford	MAR	mul?ple	object	(4	sequences	of	different	objects)	

n  Selected	local	features:	BRISK	(but	our	methods	is	generally	appliable)	
	

n  Depending	on	the	dataset,	different	accuracy	measures:	
n  Matches-post-Ransac	(MPR)	for	Stanford	MAR	dataset	
n  Mean	of	Average	Precision	(MAP)	for	Rome	Landmark	dataset	
n  Combined	detec?on	and	tracking	accuracy	for	Stanford	MAR	mul?ple	objects	

n  Complexity	is	measured	by	means	of	the	required	CPU	?me	

March 2016 ICASSP 2016 



Comparison with baselines 
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Results – Stanford MAR 
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Results – Rome Landmark Dataset 
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Results – Stanford Multiple Object 
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Conclusions 

n  Up	to	35/40	%	reduc+on	in	terms	of	computa?onal	complexity	without	
significantly	reducing	visual	task	accuracy	

n  Higher	frame	rates	/	lower	power	consump?on	on	low-power	devices	
(smartphones,	embedded	systems)	

March 2016 ICASSP 2016 

Thank you! 


