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= CAPT system

* Android-based computer-assisted pronunciationtraining
applicationdeveloped forthe local hearing-impaired (HI)
children.

 Containslisteningand speaking exercises of around 400
Cantonese words.

e (Cantonese

Each characteris a syllable.

T~

initial final
null a vowel and an optional ending consonant
19 initial consonants 18 vowels and 6 ending consonants



= CAPT system

e Exercise

Tell the difference between two very similar words that differ
onlyin theirinitial consonants.

/tou/ > [kou]
T(bean) 4i(dog)
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Exercise for 19 initial consonants Assessment
Phoneme verification problem



= Task Description
* Aim
Score the pronunciation of the initial phonein Cantonese words.

e Acoustic model

Modeling Cantonese monophones

Performance metrics

PER: overall phoneerrorrate
ICER: initial consonanterrorrate



= Acoustic Model

Hearing impaired(HI) children in Hong Kong

Target user
 Aged between 6 to 12

Lack of data

Problem
* 1 hour of Cantonese speech from 36 Hl

children

Training — NH adults acoustic model
« Sufficient normal hearing adults speech
Strategy data

Group Adaptation — HI children acoustic model
« HI children speech data



= Acoustic Model

Softmax: 132 monophone states Training: NH adult model
t « 35 hours speech data from
h? 166 normal hearing adults
t
h3 Adaptation: HI children model
4x2048
hidden layers | * 1 hours speech data from
h2 36 hearing impaired children
t
. Data set | #Speakers | Amount
Adaptation 18 0.51h
1 Dev 9 0.22 h
Input: 39-MFCC x 11 context frames Test 9 0.27 h




= NH Adult Acoustic Model

e Results on two test sets

Test Set Overall Consonant| Vowel ICER
eSL e PER (%) | PER (%) | PER (%) | (%)
NH adults 31.1 33.5 27.6 21.6
HI children 73.0 65.6 83.7 58.4

« The performance of NH adult acoustic model
on HI children test set has a significant drop.

 There’s a mismatch between two speech corpus.

Adults — Children

Normal hearing — Hearing impaired



Adaptation techniques

= KL divergence regularization
* Linear input network

» Learning hidden-unit contributions



= KL divergence regularization

« DNN training — optimization criterion

D=3 D(x) = - 30 Blylx) log plylx:)

0 otherwise

« KLD adaptation — regularized optimization criterion

D=(1-p)D+p- —ZZP (y|x¢) log p(y|x:)

t=1 y=1
* |Implementation

D= = 33 hlylxo) logp(ylx)

t=1 y=1 |

(1= p) - plylxe) + p - p™' (y]xe)

Conventional BP algorithm



= KL divergence regularization
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= Linear input network

Softmax e LIN
1 4 intra-frame and
h inter-frame
) relations
h3
% #Parameters: NDX (ND+1)
h2
7 + LIN-Nblock
h1
1 intra-frame

relation

Added linear layer

1

D-dimension feature x N context frames

#Parameters:ND X (D+1)




= Linear input network

e Results

Adantation Overall Consonant Vowel ICER

P PER (%) | PER (%) | PER (%) | (%)

Baseline 73.0 65.6 83.7 58.4

LIN 67.8 60.9 77.77 52.9

LIN-Nblock 68.0 60.9 78.3 53.3

LIN + bias 67.5 60.3 77.8 52.5

LIN-Nblock + bias 66.4 60.1 75.4 52.5




Learning hidden-unit contributions (LHUC)

Softmax
v O~ @O
t
h3 Speaker independent DNN: ~ h! = (2!
: peaker independen ; : = a(zi)
I‘;Z LHUC adaptation: hé — a,f; : g(zf)
ht Choice of scaling factor: @' = 2_Tz
1 1+4e
Input #Parameters: #adapted hidden layers
X

#hidden nodes



= |earning hidden-unit contributions (LHUC)

Error Rate (%)

Number of LHUC-adapted Hidden Layers (Bottom to Top)



= Adaptation results summarization

Overall Consonant Vowel ICER

Adaptation PER (%) | PER (%) | PER (%) | (%)
Baseline 73.0 65.6 33.7 58.4

KLD (p — 0.5) 65.8 577 774 295
LIN-Nblock + bias 66.4 60.1 75.4 52.5
LHUC 66.7 60.9 751 52.8
KLD+LHUC 654 580 748 51.1
KLD+LIN-Nblock+bias 65.1 57.5 76.0 49.5
KLD+LIN-Nblock 65.0 573 76.1 49.1




= Evaluation in the real system

« Assessment performance is reported in terms of equal error
rate (EER).
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= Conclusion

 We investigated various speaker adaptation techniques for
group adaptation: adapting an NH adults acoustic model to
work force HI children in a mobile CAPT application.

« The major challenges are:

» the acoustic characteristics of HI children speech are very
different from those of NH speakers in the original model

» the amount of adaptation data is very limited

 We investigated KLD regularization, LHUC, LIN, and their
combinations. Among the three methods, if they were applied
alone, KLD regularization gave the best performance.

* Further improvement could be achieved from the joint
adaptation of KLD and LIN-Nblock, reducing PER and
ICER by a relative 11% and 16% respectively.
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