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TASK: Time series anomaly detection (TAD)
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① Prediction-based

error error

Predict Model Reconstruct Model

[DAGMM @ICLR’18]
[LSTM-VAE @IEEE RAL’18]
[OmniAnomaly @KDD’19]

[COPOD @ICDM’20]
[DSPOT @KDD’17]
[DWT-MLEAD @ITISE’17]

[ARIMA @1990]
[LSTM @KDD’18]
[HTM @Neurocomputing’18]

[DBStream @TKDE’16]
[Series2Graph @PVLDB’20]
[SAND @PVLDB’21]

② Reconstruction-based

③ Distance-based ④ Distribution-based

• Time Series Anomaly: The deviation of anomalous points 
from the distribution of normal samples.

• Mostly used method: Modeling the anomaly score

𝒳 = 𝑋!, 𝑋", … , 𝑋# , 𝑋$ ∈ ℝ%
↓
𝒮	 = 𝑠!, 𝑠", … , 𝑠# , 𝑠$ ∈ ℝ
	↓
𝒴 = 𝑦!, 𝑦", … , 𝑦# , 𝑦$ ∈ 0,1

Input: time series

Output: anomalies

Anomaly score seriesIf 𝑆! ≥ 𝜖
	 𝑌! = 1



Motivation
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Need for a Method that Can Handle Diverse Anomalies
• Robustness: robust against noise, providing reliable results across diverse data origins

• Adaptability: adapting to diverse nature of anomalies and the complex patterns in time-series data [1,2]

[1] Kwei-Herng Lai, Daochen Zha, Junjie Xu, Yue Zhao, Guanchu Wang, and Xia Hu, “Revisiting time series outlier detection: Definitions and benchmarks,” in Thirty-fifth Conference on Neural 
Information Processing Systems Datasets and Benchmarks Track, 2021.
[2] Jiehui Xu, Haixu Wu, Jianmin Wang, and Mingsheng Long, “Anomaly transformer: Time series anomaly detection with association discrepancy,” in International Conference on Learning 
Representations, 2021.
[3] Yan, Peng, et al. "A comprehensive survey of deep transfer learning for anomaly detection in industrial time series: Methods, applications, and directions." IEEE Access (2024).

Challenges in TAD task:
• Variability and Complexity: Time-series data can exhibit complex patterns such as seasonality, trends, and 

noise, making anomaly detection challenging.

• Data Quality: Issues with data quality, such as missing values or noise, can complicate the detection process.

Figure from [3]



Related works
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In recent years, deep learning models have surpassed classical techniques in TAD tasks. 

These models generally fall into two categories: 

Despite their overall accuracy, many of these models fail to account for the 
complex compositional nature of patterns in time-series data or distinguish 
between different types of anomalies.

① Prediction-based

error

Predict Model

[ARIMA @1990]
[LSTM /SMAP @KDD’18]
[HTM @Neurocomputing’18]

error

Reconstruct Model

[DAGMM @ICLR’18]
[LSTM-VAE @IEEE RAL’18]
[OmniAnomaly @KDD’19]
[InterFusion @KDD‘21]

② Reconstruction-based

Q: Is this statement Real?



The proposed solution: TADNet
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Leveraging decomposition, our approach uniquely break down these complex composite patterns. 

Furthermore, different types of anomalies can be systematically associated with their respective 
components: seasonal anomalies with the seasonal component, trend anomalies with the trend 
component, and point anomalies with the remainder component.

Schematic of the STD and TAD workflow



Two-Phase Training Strategy
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1. Pre-training on Synthetic Datasets
2. Fine-tuning for Precise Anomaly Detection

Although existing research has incorporated time-series decomposition into TAD task[1, 2], these approaches 
do not follow an end-to-end training manner. Specifically, they either depend on predefined decomposition algorithms 
with complex parameter tuning[2], or employ decomposition only for data preprocessing[1].

To overcome the lack of supervised signals for end-to-end training, we introduce a novel two-step training approach:

Overall workflow of TADNet.
[1] Shuxin Qin, Jing Zhu, Dan Wang, Liang Ou, Hongxin Gui, and Gaofeng Tao, “Decomposed transformer with frequency attention for multivariate time series anomaly detection,” in 2022 IEEE International 
Conference on Big Data (Big Data). IEEE, 2022, pp. 1090–1098.
[2] Jingkun Gao, Xiaomin Song, Qingsong Wen, Pichao Wang, Liang Sun, and Huan Xu, “Robusttad: Robust time series anomaly detection via decomposition and convolutional neural networks,” arXiv preprint 
arXiv:2002.09545, 2020.



Synthetic Datasets
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𝒕𝒓𝒆𝒏𝒅 𝒔𝒆𝒂𝒔𝒐𝒏𝒂𝒍 𝒓𝒆𝒎𝒂𝒊𝒏𝒅𝒆𝒓

Generate
process

Deterministic linear trend and random 
𝐴𝑅𝐼𝑀𝐴 0,2,0  model

𝜏!
(#) = 𝛽% + 𝛽& ⋅ 𝑡

𝜏!
(') = ∑()&! 𝑛𝑋(

Δ*𝜏!
+ = 𝑋!

Deterministic periodic terms 
𝑠!
(+) = 𝜏,-# !./,1!

+
White noise process 

𝑟! ∼ 𝒩 0, 𝜎*

Details 𝛽!	and	𝛽" are tunable parameters, white 
noise 𝑋# follows a normal distribution

Period T! and phase 𝜙 with gradual 
adjustments over time

Adjust the noise variance	𝜎$ to fit different 
data distributions

Synthetic Datasets Visualization

Original 
time series

𝑡𝑟𝑒𝑛𝑑

𝑠𝑒𝑎𝑠𝑜𝑛𝑎𝑙

𝑟𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟



Clearer classification
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Point Pattern

Global Contextual Seasonal Trend Shapelet

Time-series Anomalies

point
subsequence
correlation

Commonly used 
but somehow confusing

Combining time series decomposition 
and anomaly detection for finer-
grained classification of anomalies

[CompEval @PVLDB’22]

[NIPS-TS @NeurIPS’21]
[TFAD @CIKM’22]

？

✅



Experimental Validation
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[NeurComput.’01]
[IJCAI’19]

[SIGKDD’19]
[SIGKDD’21]

[ICLR’21]
[PVLDB’22]

[IEEEBigData’22]

[KDD’ 21]
[KDD’ 19]

[CySWater’ 16]
[CySWater’ 16]

[KDD’21]

without finetuning on synthetic datasets



Results Visualization
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Visualization of decomposition and detection results in UCR and SMD. 

The first row shows the raw time series with anomalies, the second and third rows display the 
seasonal and trend components, respectively, and the final row depicts the reconstruction error. 
Anomalies are marked with a red background.



Back to the question
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In recent years, deep learning models have surpassed classical techniques in TAD task. 

Is this Real?

[2] Kim, Siwon, et al. "Towards a rigorous evaluation of time-series anomaly detection." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 36. No. 7. 2022.
[3] Emmanouil Sylligardos, Paul Boniol, et al. 2023. Choose Wisely: An Extensive Evaluation of Model Selection for Anomaly Detection in Time Series. Proc. VLDB Endow. (July 2023).

Flaws on
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Flaws on
Evaluation
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Detect

Detect peak density

Simple methods

[1] Wu, Renjie, and Eamonn J. Keogh. "Current time series anomaly detection benchmarks are flawed and are creating the illusion of progress." IEEE transactions on knowledge and 
data engineering 35.3 (2021): 2421-2429.

Figure from [2] Figure from [2]

Figure from [1]
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