
CONCSS: Contrastive-based Context Comprehension for Dialogue-
appropriate Prosody in Conversational Speech Synthesis

CSS Task Definition:

Given history dialogue, the CSS 

task focuses on improving the 

model’s context understanding 

capability and generating audio 

w i t h  c o n t e x t - a p p ro p r i a t e 

prosody.
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Conversational Speech Synthesis (CSS) Motivation

Method
Fig.1. Illustration of our proposed CONtrastive-based Conversational Speech Synthesis (CONCSS).

CONCSS =  VITS+Four Enhancements :
Ø Leveraging an innovative pretext task to create context-

dependent pseudo-labels

Ø Employ triplet loss with a hard negative sampling strategy

 

ØAn Acoustic and Textual Context Encoder

Ø Utilize an autoregressive prosodic modeling (APM) module 
with a pre-trained prosodic language model

Contribution: 
Ø A novel conversational speech synthesis framework CONCSS
Ø A novel pretext task specific to CSS
Ø Comprehensively evaluate models on their ability to produce 

context-sensitive vectors and dialogue-appropriate prosody
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Limitation of Previous Works:
Ø Previous CSS approaches mostly rely on jointly training synthesis 

model and context encoder using the mel-reconstruction loss.
ØWithout explicit constraints, is this output vector of the context 

encoder sufficiently indicative of underlying context variations?
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