
Insight IV: Client dropout attacks slow down the model training process in terms of communication rounds. 

Table 3 shows the impact of dropout attacks on MNIST by adjusting the number of clients K. We count the number of 
communication rounds at a target test accuracy of 90%. The experimental results show both RD and SVD attacks slow down 
the convergence of the training model, which leads to more communication overhead compared with the non-attack.
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Federated learning (FL) has emerged as a promising paradigm 
for decentralized machine learning while preserving data 
privacy. However, under communication constraints, the 
standard FL protocol faces the risk of client dropout. Although 
some research has focused on the risk from the perspectives 
of communication optimization and privacy protection, it is 
still challenging to deal with the client dropout issue in 
dynamic networks, where clients may join or drop the training 
process at any time. 

In this paper, we systematically investigate and measure the 
impact of client dropout on federated learning by considering 
the offline duration, frequency, and pattern. Our work allows 
researchers to gain valuable insights into federated learning 
about potential vulnerabilities. First, we assume an attacker 
can control a limited subset of clients and manipulate these 
clients to persistent dropout (PD) or random dropout (RD) in 
some iterative round during the training process. Then, we 
simulate a Shapley value-based dropout (SVD) attack to 
preferentially drop the local model of these controlled clients 
with highly valuable data per iterative round.

Contributions:
1. We systematically study and measure the impact of client 

dropout in FL under communication constraints due to 
unstable network connections or low bandwidth.

2. We specify two attack scenarios and propose three client 
dropout attacks against FL. Our attacks manipulate a 
subset of clients to fail in uploading their model updates 
by employing various strategies.

3. We perform extensive experiments to demonstrate the 
effectiveness of three client dropout attacks on existing FL 
algorithms.

Insight I: Client dropout attacks cause the model accuracy 
down in DropFL.

The actual number of dropped clients per iterative round is 
affected by three parameters, including �, �, and � .  The 
dropout rate γ of clients is the product of three parameters 
(� =  ���). For the compromise fraction �, Table 1 shows that 
the test accuracy for FedAvg in our attacks decreases as the 
number of compromised clients increases. For the dropout 
probability �, experiment results prove that the performance 
of  the global  model  wi l l  decrease when the dropout 
probability increases. Besides, Table 1 indicates that the 
impact of our dropout attack is different under various 
selection fractions �.

Introduction

Evaluation

DropFL

1.  Persistent Dropout Attack (PD)
The goal of PD attack is to manipulate some clients not to upload local model updates at all, which will make the learned 
model unavailable, and affect FL tasks in terms of model accuracy and training time. If some controlled clients (S(att)) happen 
to be selected by the server (St), indicated as the compromised-then-selected clients (Qt),  each client belonging to the set Qt 
trains a local model based on its private data. However, the local model updates from these clients are lost in the 
aggregation process, where ��

(����) ← �� ∩ �(���).

Insight II: Client dropout attacks are effective for impacting 
the related algorithms. 

We conduct the client dropout attacks to some related 
algorithms, like FedProx and q-FedAvg, which were proposed 
under the communication constraints and heterogeneity 
condition. As shown in Table 2, the test accuracy for q-FedAvg 
under SVD attack decreased by 3.17% compared with that 
under RD attack. It means that q-FedAvg and FedProx need to 
further improve the robustness of client dropout attacks.

Fig.1. Workflow of the DropFL.

Assume that the adversary can compromise a small limited 
subset of clients and then consider two attack scenarios 
under communication constraints:

 Non-knowledge setting: An adversary Anon can only control 
the upload communication channel of compromised 
clients without knowing the aggregation rule in FL. 

 Partial knowledge setting: An adversary Apar can control 
the upload communication channel and has access to the 
local model updates of these controlled clients in order to 
assess the data valuation, but can not tamper with these 
model updates.

2.  Random Dropout Attack (RD)
Compared with the PD attack, the purpose of RD attack is to make the behavior of adversary Anon less detectable by the 
server. The objective can be achieved by having these compromised-then-selected clients temporarily offline with a certain 
dropout probability � ∈ (0, 1). At the t-th iterative round, an adversary in the RD attack randomly selects  |��| ∙ �  clients from 
the set Qt to drop, indicated as the actual dropped clients (set St(drop)) , where ��

(����) ⊆ �� ∩ �(���).

Insight III: Client dropout attacks gain significant effect with 
the greater degree of non-IID. 

Fig. 2 shows that as the distribution probability increases, our 
dropout attacks cause a more serious impact. For instance, 
our SVD dropout attack decreases test accuracy from 47.8% 
to 44.5% compared with  the non-attack ,  where the 
distribution probability is 0.8. When p = 1, the CNN model on 
the extremely non-IID CIFAR-10 and VGG model on the non-
IID CIFAR-100 do not converge.

Workflow. The model training process per 
iterative round can be roughly categorized 
into six steps per iteration:
① global model broadcast
② local model training 
③ client dropout
④ upload parameters 
⑤ model aggregation
⑥ update global parameters

3.  Shapley Value-based Dropout Attack (SVD)
For the SVD attack, an adversary Apar further improves the attack effect by measuring the data valuation of the compromised 
clients based on the Shapley Value mechanism. To this end, Apar preferentially drops the local model of these controlled 
clients with highly valuable data per iterative round. Specifically, the number of compromised-then-selected clients |Qt| can 
be described as formula (1). Apar  maintains the SV values of all compromised clients  ��� �∈�� by the SVEstUpdate function as 
formula (2)-(4).

Threat Model

Client Dropout Attacks

Design Goal. In DropFL, our attack goal is 
to drop out part of clients from the set of 
controlled clients with various strategies.
 An adversary  A n o n   can  induct  the 

persistent dropout attack and random 
dropout attack. 

 An adversary A p a r  can perform the 
Shapley value-based dropout attack. 
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