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Proposed anonymization system

● Semantic encoder (HuBERT): encodes audio to anonymize in discrete 
semantic tokens s from a dictionary of size NS

● NAC encoder (EnCodec): encodes random pseudo-speaker prompt in 
discrete acoustic tokens ã using Q hierarchical dictionaries, each of size 
NQ. Lower-level dictionaries encode coarser features

● Coarse transformer (GPT-like): estimates the first QC levels of output 
acoustic tokens a from s and ã. They follow the semantics in s and the 
speaking style in ã

● Fine transformer (GPT-like): estimates remaining Q - QC levels of 
acoustic tokens a from ã

● NAC decoder (EnCodec): converts a to waveform.
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The speaker anonymization task

Formalized in the VoicePrivacy initiative [5], speaker anonymization is the 
task of taking an input speech signal and processing it so that
● The liguistic (spoken) content is preserved
● The paralinguistic content (emotion, intonation) is preserved
● The identity of the speaker is concealed
The output is a new, anonymized waveform.
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EER (%) WER (%) GVD ⍴F0 EER (%) WER (%) GVD ⍴F0

Original 
data 4.4 4.2 0 1 3.2 12.8 0 1

B1b [6] 8.6 4.4 -5.8 0.78 9.7 10.7 -7.1 0.81

T11 [7] 20.6 3.9 -19.0 0.68 39.7 7.9 -18.4 0.73

Champion 
et al. [1] 23.4 4.6 n.a. 0.52 40.8 10.3 n.a 0.60

Ours 28.5 7.5 -1.5 0.68 45.5 18.9 -2.1 0.74

Results


